
Introduction
Unmanned aerial vehicles (UAVs) are a preferred method of  intelligence 

gathering when there is the potential for enemy contact. In the scenario 
explored in this research project, an aircraft carrier has made the decision 
to send a UAV out in front of  the fleet to perform a scouting sweep. The 
UAV’s flight path has been pre-determined to maximize visibility 
surrounding the fleet’s current path. Along the way, the UAV may 
potentially encounter an unknown number of  both neutral and enemy 
ships, ranging from small fishing vessels to enemy frigates. It is up to the 
UAV to provide forewarning to the fleet to ensure that no friendly ships are 
put in any unnecessary danger.

Ideally this UAV would be controlled by a human pilot, however; due to 
the state of  modern detection technology, having an open communication 
line may not be possible or, even worse, could jeopardize the positions of  
the fleet. Thus, the UAV must be able to operate on its own in contested 
communication environments. Modern advances in virtual simulation allow 
the use of  tools such as reinforcement learning (RL) to be applied to these 
types of  scenarios.

RL is a type of  machine learning that uses many simulations to learn 
how to navigate a scenario. The RL agent (RLA) learns by optimizing 
actions based on a reward system over time, creating a policy. The reward 
system is setup so that the optimal outcome is highly valued, and the 
current policy is modified over time to reflect this, however; new challenges 
arise in determining an optimal reward structure.

In psychology, Theory of  Mind is the ability to understand people by 
ascribing mental states to others. “Overall, Theory of  Mind involves 
understanding another person's knowledge, beliefs, emotions, and 
intentions and using that understanding to navigate social situations” 
(Thompson, 2017). The goal of  this project was to explore having a RLA, 
in control of  the UAV’s actions, learn how to optimally handle the scouting 
scenario in order to provide maximum protection to the fleet.

Methods
With the use of  the Unity game development engine, the scouting 

scenario was created in a virtual environment. In the real world, the UAV 
could encounter an object anywhere, but this virtual world was discretized 
to simplify the design. The UAV was prompted at pre-determined “decision 
points” for pilot (human or RLA) input before proceeding. The pilot could 
choose one of  five actions for the UAV to take at each decision point. At 
each of  these points, the pilot was presented with information regarding 
any detection(s) the UAV had made, as well as its current communication 
state and other diagnostic information. Any number of  ships, both neutral 
and enemy, may pop-up at decision points and it was up to the pilot’s 
discretion to handle these situations.

The diagram, seen in Figure 1,
is the pre-planned path that the 
UAV took with decision points 
denoted. This simulation was 
originally created with a human pilot
in mind, but was modified to allow a
RLA to make the decisions instead.

The reward system, which
defines what is good and bad for 
the agent, placed importance on
transmitting information about the 
enemies to the home fleet, being 
skeptical of  nearby neutrals and spending as long as possible scouting 
along the predetermined path. The agent improved its decision making by 
repeatedly performing runs of  
the simulation. The agent’s goal
was to maximize its reward, 
which was achieved by making 
the best possible choice at each 
decision point. The simulation 
the RLA was trained in is shown
in Figure 2 and taken directly 
from Unity.

During the training process, data including the time to train, enemy 
ships transmitted, enemy ships encountered, and reward values for 
decisions were outputted by a comma-separated values script to be 
analyzed. The focus of  data analysis was to observe the progression of  the 
episode rewards over time and the progression of  the report rate, which is 
the proportion of  enemy ships transmitted to enemy ships encountered.
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Conclusions
This project sought to further explore the capabilities of Theory of Mind 

in conjunction with modern machine learning to create smarter systems. 
Testing various reward structures allowed the agent to perform as optimally 
as possible in the simulations. Balancing the survivability and the 
protection of the home fleet was not an easy task and provided some 
challenges along the way. The challenges came in determining which aspect 
carried the most weight for the rewards. Although successful in completing 
the purpose of the project, the use of Inverse Reinforcement Learning is an 
idea that should be explored as a possible simplification of this process. 

Inverse Reinforcement Learning (IRL) is a type of machine learning that 
creates a reward structure off inputs provided. The reward structure is 
created as a model of the reasoning behind the decisions that are used in 
training the algorithm. This project was originally intended to include IRL 
as the focal point however, due to various complications, that part of the 
project was eliminated to meet time constraints. Future projects could 
expand upon this concept by using IRL in conjunction with the scenario 
provided to test the capabilities of a reinforcement agent that has its reward 
structure made with and without IRL.
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Results

Figure 1: The predetermined path of  the UAV. 
Decision points (pink circles), drone (green 
circle), ally ships (blue circles), pivot points for 
UAV movement (brown circles), and locations 
of  comms changing from full to covert (yellow 
circles) are shown.

Graph 1: A moving average of  the episode rewards were created in groups of  150 episodes. 
The graph is trending upwards which indicated improved decision making by the RLA.

Figure 2 (above): A screenshot taken from the 
Unity simulation of  the UAV scouting and coming 
across three enemy ships.

An episode in the Unity simulation is defined as either the UAV making 
its way all the way around the predetermined path, getting shot down by 
enemy ships, or the RLA choosing to abort at a decision point. Every
action at a decision point resulted in a reward value, and the episode reward 
was the sum of those values. To see a clearer trend in the data, a rolling 
average was taken of the episode rewards. Incrementing groups of 150 
episodes had their episode rewards averaged and plotted on Graph 1.

As seen in Graph 1, the rewards trended upwards as time went on 
during the agent’s learning. The report rate also improved over time with 
an overall 83.4% rate of correctly transmitting enemy ships when 
encountered. Both results from training imply improved decision making 
and the agent’s successful understanding of how to handle the scenario. 
For both results, however, the data was very sporadic. The first reason for 
this was because the agent occasionally made a random decision to search 
for a better alternative. This resulted in the RLA sometimes making a 
worse decision which negatively impacted the rewards and report rate. The 
other reason was that the drone could be randomly shot down, ending that 
episode, preventing the reward value from getting to a more optimal value.
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